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iNTRODUCriON ;

The problem offinding the quantile with smallest asymptotic
variance has been considered by Sen [3], In particular, he showed
that under certain regularity conditions thesample median has the
smallest asymptotic variance among the class of sample quantiles. In
this paper, we shall consider the bivariate analogue of the problem using
generalized variance [1, p- 166] as a criterion. The bivariate normal
distribution will be studied in this perspective. Denoting by x and y
as the two variables, it will be shown thatthe(asymptotic) generalized
variance corresponding to the pth sample quantile of x and the ^th
sample quantile ofj (0</', g<l) is minimized whenp=g=i While
proving this result, we shall also derive the conditions under which the
pair ofsample medians will have the smallest generalized .variance
asymptotically for any general bivariate distribution.

Sample Quantiles with Smallest Generalized Variance:

"uppose, F {x, y) is a bivariate distribution function with density
/(x, 3^) which has continuous partial derivatives of order two. Let
Fi(x) and F^{y) be the marginal distribution functions of and j
respectively. The corresponding density functions will be denoted by
/i (x) and f^{y). The population quantile oforder p for x and the
population quantile yj, of order qfor J (assumed to be •unique) will
be defined as

mp)=p\ (0</^, S<1). -(l)
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Let us also deSnc the quantities c^, c^, dj^^, A^, Ai^
as follows :

c,=
0^' ;

ff-2(^)^11']

dii —

^22 ~

•*12 =

d'F(x,y)
dx^

d^F(x,y)'f.-'iy)

, y=fii;

dy'

'A-Kx)f,-\y)f{x,y)
, :v=vij;

^ii=-2ci/rH5i , -ni )-FMi > )r'
[\d^,-\-2F{l, , V)^ KJ -(2 I)

)+ [|F{?^ , )-F\^ , 71J )]--i

[K,-i-2F(^j , v)j K2] ...(2-2)

,^)-F\^,•n^ ]-^

^ )-4-2n^j. K2+K2] •••(2'3)

In an independent sample of size n, we define the sample
quantile of order p for x and the sample quantile of order q for y in
the usual way. Then, the asymptotic generalized variance Kj,, can be
obtained from a result of Siddiqui [4, p. 148] as :

We first prove the following result:

Lemma

Suppose, fi{x) has an extremum at x = and /gfj) has an
extremum at • Then is minimized for /7= g=Jifthe
following three conditions are satisfied

(0 \x==^}=P{x<l^

(n) (4ii>0; A22>0;

(iii) Aj^^A22~Ay.^^>0.
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Proof

We shall deal with log instead of F,, without affecting the
results. From (3) log V^^=- 2 log n—2 log/i—21og/2

^\0%[pq{\-P'q^2F)-Fn -(4)

where fla)-

Differentiating (4) partially with respect to p and q, we obtain

9 log Fj
dp

•-2fr'
d̂p

pq{l-p-q+2F)-F'^
n-1

[pq{\-p-q+2F) -F^

Sincehas an extremum at

fdfiix)

L 3*

-1

...(5)

...(6)

0A
dp

dp

'dfi(x)

'-dFix,y)-

. dF^x) _

dF(x^y)

1

X--fi{x) J
„ =0 for

=^2)

...(7)

Similarly,

1

_ 9a: ' fi{x) jx=^p, j=7)a

I x=y

for p=q=l by condition (0

Introducing (7) and (B) in (5), we observe that

9 log F,^
dp

0 log F^

9g

=0 for p=q==h

=0 forp—q=\

..(8)
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Simple calculations lead to :

\ dp^ )p=l ' ' \ 0 ^' W )p=Q=i

• V0P0?yp=9=i

Froin (5), (6) and (9) we obtain

f P' log ^ , Z' 0Mog V,
\ dp'

. fd'iogv^A

)/p=g=h

^aMog V,̂ j __ j
X dpdq J--

Conditions (ii) and (iii) thus ensure that is minimized at

,, ; , P=q=h

This completes the proof of the lemma.

Theorem

Suppose, {x, ;>') has a bivariate norrnal distribution with

£(x)=fxi; £(j)=[x,; V{x) = a^^-

cov (A:,j)=paiC72(0< I p I <1).

Then is minimized for p=q=\.

Proof

We have ^ and 7]i. =|i.„. Using the properties of the
conditional distribution of a bivariate normal distribution, it is easy
to see that condition (i) of the lemma is satisfied. To complete the
proof of the theorem we have to show that conditions (ii) and (iii)
of the lemma are satisfied in this case. Simple calculations lead to :

Ci=-(2n)^ C2=-(2v)^
y

V iA '

...(10)
CO

where

/(^.v)=(2Tc)-Hl-p2)~^ai-^CT2-i exp [-2-^1-?^)"^
{(^——2p(x-(Al)CTr^Cr2-H(v-(X2)2(T2-2}]

d'F(x,y) * df(x, v)"
dx' - dx _
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Hence

35, J{X, V) =J{X, V) [- (X - (Xi) <Ji H1 - P^) ^
dX

4-p(v-(X2)ffr^a2-i(l-pV]

Thus,

d^F{x,y)
L dx''

1^2

(V-fXa) exp

^=1^11 y=y-2
(27.)-ip(i-p2)-^/^(Tr''e7r'

The expression for

dy'

may be obtained in a similar way. These lead to :

^^n=^2a=-p(l-pT^ ; rfi,=(l-pT^ -(H)
It is well know [2, p. 290]

Fill , )=P{\>'i, (^a)=i+(2'r)-i (arc,sin p). ...(12)
From (2), (10) and (11), we obtain

^ll= ^22= 4rt+ [i-f((Al, [X2)-F^>i, !J.2)]-1

"--|-(1-pT^-K2F(K!X2)p(1-P^)"^] -(13)

[2i^([.i, |.,)-i-2(l-pr^/^([xi, |x,)+ |(l_p2)-i] (.V.HJ

From (12), we observe that for

0< I p I <1 ^f(|J.i, [Xj)

=• (27r)-® (arc sin p)^>0.

Thus, /4n>0 if and only if

3'=(i2
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From (12) and (13) we obtain

=47t[^f((Xi.[i2)-P(jj,i, (x^)] - -^(l-p2) ^
+ 2f([J.i, H'2)p(1-pT^—I

= -47uF2(ji,i,>2)+2F([ii,[i2) 7:fp(l-p=)

= -4'7r(i+(2T€)-^ arc sin p)2+2(^+(2tc)-^ arc sin p)

(:.+ pfl-pri)-^(l-pT^-l

= —Y-i+T-Harc sin p)[p(l-p^) arc sin p]
>n-i (arc sin p)5(p), ...(15)

where 5(p)=p(I—p®)"^—arc sin p.

£'(p)=p'(l-p')-^>0.

Hence, 5(p) is monotone increasing. Since 5(0)=0, it fo'lows

5(p)>0 for 0<p<l

5(p)<0 for -l<p<0 ...(16)
Introducing (16) in (15) we obtain

^i>0. ...(17)
Thus, condition («) of the lemma is satisfied. Also, from (13)

and (14)

y-z) f'2)]^('̂ ll'̂ 22~-^12^)

^(C+D){C-D)

Where

C=^{\F{^„ u,)] - |(l-p2)-^_|
+2F((Xi, [x,)p(l-p^)-^

= +7^"^ (arc sin p)[p(l -p2)~^-arc sin p]>0, ...(18)

. and ZJ=2F(tii,t.2)-i-2(l-p=)-iF(tti, fx,)+j(i-p2)-J
=n-i (arc sin p)[l-(l—p2)"i]. ...(ig,

(1-p^) -I
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Since, for

0< I pI <1 i-(i-pT^<o,
it follows from (19) that Dis positive ifand only if pis negative. In
this case, since

OO,

is positive if and only if C—£)>0.

Now

C-D= (arc sin p)(7(p).

2

...(20)

where

G(p)=(l + p)(l-pT--arc sin p-1.

G'(p)=(p+p')(l-p')—^<0 for -l<p<0.

Thus G(p) is monotone decreasing in this interval. Also, by
L'Hospital's rule,

G(-l)= |-1-
Hence, for-l<p<0.

0=G(0)<G(p)<|—1. -(21)

Further, for —1<P<P, ,
—|<Tr-^ (arc sin p)<0. ..-(22)

Introducing (21) and (22) in (20), we obtain

Again, it follows from (19) that Dis negative if and only if pis
positive. In this case, is positive ifand only if C^D>Q.

Now,

C+X)= ^ + (arc sin p) //(p), ...(23)
4" ^

where

ir(p)=l- arc sin p+(p-l)(l~pT^
H'(p) =(p^-p)(l-pTKOfor 0<p<],
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Thus H{g) is monotone decreasing in this interval.,- Also, by
L'Hospital's rule .

Hence, for 0<p<l,

i-^-<zf(p)</r(o)=or

Futher, for 0<p<l

0<7r-i (arc sin p)<| '

Introducing (24) and (25) in (23), we obtain

^+''>

Titus, condition {Hi) of the lemma is satisfied. This completes
the proof of the theorem.

Summary.

This article studies the generalized variance of the pairs of
sample quantiles taken from a bivariate population. Under certain
regularity conditions, it has beenproved that this generalized variance
is minimized when the quantiles are ;the two medians. The bivariate
normal distribution is shown to satisfy these regularity conditions.

...(24)

...(25)
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